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Abstract: This article argues that nudges can often be turned into self-nudges:
empowering interventions that enable people to design and structure their own
decision environments – that is, to act as citizen choice architects. Self-nudging
applies insights from behavioral science in a way that is practicable and cost-
effective, but that sidesteps concerns about paternalism or manipulation. It has
the potential to expand the scope of application of behavioral insights from
the public to the personal sphere (e.g., homes, offices, families). It is a tool for
reducing failures of self-control and enhancing personal autonomy; specifically,
self-nudging can mean designing one’s proximate choice architecture to
alleviate the effects of self-control problems, engaging in education to
understand the nature and causes of self-control problems and employing
simple educational nudges to improve goal attainment in various domains. It
can even mean self-paternalistic interventions such as winnowing down one’s
choice set by, for instance, removing options. Policy-makers could promote
self-nudging by sharing knowledge about nudges and how they work. The
ultimate goal of the self-nudging approach is to enable citizen choice
architects’ efficient self-governance, where reasonable, and the self-determined
arbitration of conflicts between their mutually exclusive goals and preferences.
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Introduction

Homer’s Odyssey tells the story of Greek hero Odysseus and his long journey
home from the Trojan War. The goddess Circe warns him about the Sirens,
beautiful but deadly enchantresses whose singing lures sailors to their deaths
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on the rocky shores of their island. Reconciling Circe’s advice with his own curi-
osity about the Sirens’ song, Odysseus instructs his men to plug their ears with
beeswax and tie him to the mast of the ship, leaving him there nomatter what he
says. As they pass the island, Odysseus – bewitched by the Sirens’ song – begs
his men to untie him. Unable to hear the song, the crew see the Sirens for what
they are: dangerous monsters. Acting on Odysseus’s orders, they ignore their
spellbound captain and row the ship, and Odysseus, to safety.

Informed by Circe’s advice and aware of his limited capacity for self-control
(or, to use older terminology, willpower), Odysseus resisted temptation by
making strategic adjustments to the external world. He manipulated the phys-
ical environment by having his men tie him to the mast. In addition, he har-
nessed the social environment by first inoculating his crew against
temptation (having them plug their ears with wax), then recruiting them as
guards. The literature on self-control contains numerous examples of strategies
that counteract a lack of self-control by modifying physical and social aspects
of a person’s external world or mental aspects of a person’s internal world.
Schelling (1984) offered the example of pregnant women, who, anticipating
a temporary shift in their preferences for pain relief during labor, ask hospital
staff not to have nitrous oxide available in the delivery room. Building on
Ainslie (1992, 2001) and Rachlin (2000), Bénabou and Tirole (2004) exam-
ined self-control strategies that rely on manipulating the mental environment;
they found that good habits and personal rules in organizing one’s mental
space can help people avoid impulsive behavior.

Many modern temptations are no less insidious than those faced by
Odysseus. Environments created by market economies that rely on consump-
tion-based growth often exploit people’s biological, psychological, social and
economic vulnerabilities, making it ever easier for people to overconsume
(e.g., Swinburn et al., 2011; Roberto et al., 2015;Wu, 2016). Take, for instance,
the ubiquity of high-caloric, low-cost processed foods and sweetened sodas
(Nestle, 2013, 2015). Highly engineered, mass-produced foods and drinks
have unleashed novel surges of pleasure – and addiction (Cross & Proctor,
2014). Most of the world’s population now lives in countries in which over-
weight and obesity kill more people than underweight does (Swinburn et al.,
1999). In 2016, 39% of adults worldwide were overweight and 13% were
obese (WHO, 2018), and in 2012, problematic dietary habits were estimated
to be associated with around 45% of cardiometabolic deaths in the USA
(Micha et al., 2017). The manipulative information environment is another per-
vasive modern temptation. The information ecology – defined by the Internet,
smartphones, social media, email and other online technologies – has created
a “check-in” impulse, a “mental itch constantly in need of being scratched”
(Wu, 2016, p. 186). Like junk food, a low-quality information product offering
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affirmation, sensationalism and instant gratification tends to be cheaper and
more readily available than high-quality information (Johnson, 2015).

People with more self-control (i.e., the “effortful regulation of the self by the
self”; Duckworth, 2011, p. 2639) seem better able to achieve their long-term
goals, as measured in terms of health, wealth and other dimensions of
human flourishing. According to Moffitt et al. (2011), the capacity for self-
control in the first decade of life predicts adult outcomes including income,
savings, occupational prestige and physical and mental health. Against this
background, how best can society, individuals and policy-makers respond to
the incessant challenges to self-control that characterize the modern world?
Policy-makers’ traditional tools include economic incentives and disincentives
such as taxation (e.g., taxing sugary drinks), subsidies (e.g., promoting healthy
food consumption; see Thow et al., 2014) and regulations (e.g., limiting access
to sugary drinks in schools). Our focus here is not on these traditional tools for
steering citizens’ behavior, but on self-deployed control strategies (see
Duckworth et al., 2018). Rigid strategies in the spirit of having oneself tied
to the mast are impractical for regulating the intake of food, drinks, drugs
and information. For instance, most people are reliant on digital technology
in their working lives, meaning that a radical digital detox (as suggested by
commentators such as Otto, 2016) is out of the question. Legal means of
self-regulation are also limited; in many countries, the law does not allow indi-
viduals to enter into binding agreements with their future selves (e.g., banning
themselves from casinos). And research into the effectiveness of voluntary strat-
egies for self-control – from saving loose change to joining Weight Watchers –
shows mixed results and relatively low adherence rates (Dansinger et al., 2005).

In this article, we take another approach, arguing that insights from behav-
ioral science often associated with nudging (see Thaler & Sunstein, 2008) offer
a rich repertoire of tools for self-deployed strategies of self-control. We begin
by outlining our notion of self-nudging. We then distinguish categories of
nudges and summarize the ethical and practical problems of nudging that
others have identified. Subsequently, we describe self-nudging as a way of
translating behavioral science insights into policy, showing how it can contrib-
ute to the discussion on bounded rationality and failures of self-control.
Finally, we relate this new approach to the boosting program (Hertwig &
Grüne-Yanoff, 2017), discussing practical issues associated with the delivery
and implementation of self-nudging interventions.

From nudging to self-nudging

For me, the cues are aural (the ping, the French horn) and visual (pop-ups on
the screen). I already knew that putting the phone on silent wasn’t enough to
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break the habit, but … out of sight could be out of mind. In the mornings,
preparing breakfast, I found that it helped to leave the phone in another
room. In the car, it went in the glove compartment. When walking around,
I’d put it in a zippered pocket.

– Jerome Groopman (2019)

Nudges are non-regulatory and non-monetary interventions that steer indivi-
duals’ behaviors toward their ultimate goals (e.g., being healthier, wealthier
and happier) without eliminating any options or significantly changing the eco-
nomic incentives.1 Consider Thaler and Sunstein’s (2008) school cafeteria
example: acting as a choice architect, the fictional director of food services
for a large city’s schools attempts to guide students toward making healthy
food choices (without changing the options available) by manipulating psycho-
logically important but economically insignificant aspects of the choice archi-
tecture. She rearranges the order of items so that healthy options are
positioned early in the line and unhealthy desserts and French fries are
moved away from eye-level shelves (for systematic reviews of positional
influences and nudge effects on food choice, see Bucher et al., 2016; Broers
et al., 2017). As in this example, nudges target aspects of the choice architecture
toward which a fully rational Homo economicus would be indifferent (e.g.,
order, defaults, framing), but which matter a great deal to real-world
decision-makers. Nudges have been applied in domains as diverse as savings,
highway safety, consumer protection, energy use, climate change, obesity,
education, poverty and health (Sunstein, 2016).

Importantly, the individual being nudged need not be aware of the nudge,
let alone of the psychological mechanisms harnessed by the choice architect.
In fact, some interventions may be more effective if people know nothing of
the intervention or how it works (Holden et al., 2016; but see Loewenstein
et al., 2015). Take the effect of changes in food placement on food choice.
Food placement is a prominent nudging strategy that follows the rationale
that people are less likely to eat food that is harder to reach; simply moving
it further away will reduce its consumption (Bucher et al., 2016). Altering
placement is the nudging intervention with the largest effect on fruit and/or
vegetable choice (with d = 0.39) featured in Broers et al.’s (2017) meta-analysis.
We consulted all 12 articles (14 studies) that were included in their meta-ana-
lysis (their table 1). In no single study were participants informed about the
specific changes that experimenters made to the choice architecture, nor were
they told about the psychological mechanism underlying this strategy.
Consider another example: “by changing the size of dishware, portion sizes

1 For a careful analysis of the concept(s) of nudge, see Mongin and Cozic (2018).
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may be reduced leading to unconscious changes in actual food intake” (Bucher
et al., 2016, p. 2253). Those being nudged are not necessarily aware of it, and
they are even less aware of the psychological mechanisms at work (see also
Bovens, 2009). That said, there are also cases in which the principles under-
lying a nudging intervention are made public. For example, the guidelines
for behavioral policy interventions issued by the Obama administration
required that the principles of the intervention should always be publicized.
Importantly, however, even if the explanation is made public, it is unlikely
that everyone affected will make the effort to inform themselves.

It is common for an information asymmetry to exist between policy-makers
and the people being nudged, with policy-makers having more and better infor-
mation. Targeting this asymmetry opens up a new class of policy interventions.
We propose that knowledge about nudges and how they work can be actively
shared with a target audience, thereby enabling people to address what they
perceive as failures of self-control. Let us return to Odysseus and the Sirens.
The advice Circe gave Odysseus turned him from a naive, unsuspecting
subject into a psychologically sophisticated agent: he became aware of his vul-
nerability to enchantment. Perhaps even more importantly, Circe shared a
behavioral tool that enabled him to cope with anticipated failures of self-
control and to pursue both his short-term and long-term goals: to hear the
Sirens’ song and to get home safely.

Following this logic, we propose that – if properly informed and instructed –
people can enlist nudges for purposes of self-regulation. We refer to this concept
as self-nudging.2 Self-nudges require awareness of a link between one’s behavior
and the architecture of the environment, as well as knowledge of a procedural
competence that can help to break (or modify) that link. By facilitating the use
of self-nudges, public officials and policy-makers could enable citizens to
become choice architects in their own right, designing their proximate choice
architectures in ways that nudge them in desirable directions. From the perspec-
tive of public choice architects, facilitating a self-nudge intervention means, first,
identifying a choice environment involving a behavioral problem – typically a
failure of self-control – that could be avoided or mitigated by redesigning
aspects of the environment, and, second, designing and communicating an
effective strategy that enables individuals to make the necessary changes in the
environment. Specifically, citizens must be informed about the likely causes

2 The concept of self-nudging has been used by, for instance, Torma et al. (2016) and Service and
Gallagher (2017), and is sometimes mentioned in passing (e.g., Bovens 2009, footnote 5; Halpern,
2015, chapter entitled ‘Well-Being: Nudging Ourselves, and Each Other, to Happier Lives’). To
the best of our knowledge, however, there has not yet been a systematic proposal to harness self-
nudging for policy purposes.
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and determinants of the behavioral problem in question, and how and why the
self-nudge could help to address it. This approach is not as out of the ordinary as
it may sound. As Schelling (1978) observed, “many of us have little tricks we
play on ourselves to make us do the things we ought to do or to keep us from
the things we ought to foreswear” (p. 290). For instance, many of us balance
letters to be mailed on the front door handle, or keep our daily medication
next to our toothbrush. Others learn to avoid temptation by keeping only
small amounts of alcohol in the house (Wertenbroch, 1998) or deliberately
imposing a ‘waiting period’ on themselves by leaving their credit card at
homewhen contemplating amajor purchase. Still others use ‘mental accounting’
to save for future goals (Thaler, 1999; Drexler et al., 2014), transferring part of
their salary to a separate bank account earmarked for a specific purpose. All
such changes in our proximate choice architecture can be seen as self-nudges.

What these examples of self-control strategies have in common is that a purely
economically rational agent would see no sense in any of them. Yet these simple
modifications of the proximate choice environment can help real-life decision-
makers to control their immediate impulses. Conceptualizing nudges not just as
policy tools reserved for behavioral scientists and public policy experts but as
self-nudging tools to which the public can be initiated has a number of benefits.
First, the growing number of nudging interventions informed by behavioral
science could also be harnessed as self-nudges. Second, nudging interventions
could expand the scope of application to the private domain, which tends to
remain beyond the reach of public choice architects. Third, self-nudging can
avoid some of the ethical and practical problems of nudging, as we describe
shortly. Let usnext consider a classificationof nudges that can also informcategor-
ies of self-nudges.

Categories of nudges

Although many nudging interventions work by exploiting a cognitive bias or
decisional inadequacy to push a decision-maker toward a desirable choice, not
all are ‘non-educative’ nudges in this strong sense (Sunstein, 2016). Others,
such as the provision of information, reminders or disclosures, can be regarded
as ‘educative nudges’. In principle, both educative and non-educative nudges can
be turned into self-nudges. However, non-educative nudges are likely to require
more sharing of knowledge about the underlying mechanism, as this knowledge
is not necessarily part of people’s lay theories of behavior or folk psychology.

Different nudges target different aspects of the choice architecture. Focusing
on categories of nudges that could, at least in principle, be transformed into
self-nudges, we consider five categories and functions (based on Sunstein,
2016, and Madrian, 2014).
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Encouraging planning: reminders and prompts

Lack of planning may lead to bad choices, especially when there are competing
demands on people’s attention. Prompting people to plan in advance and
reminding them (e.g., by text message) to follow through has been shown to
improve goal attainment in various domains (e.g., voting and vaccination;
Nickerson & Rogers, 2010; Milkman et al., 2011).

Framing and priming

Different ways of framing a situation may lead to contrasting choice behaviors.
For instance, one and the same food product could be labeled as 90% fat-free
or as containing 10% fat, and these logically equivalent framings could induce
substantially different choices. Similarly, the same set of options in a social situ-
ation may lead to different choices depending on whether the situation comes
across as a collaborative effort or as a competition among participants
(Liberman et al., 2004).

Manipulating accessibility: order and arrangement

The order and perceptual salience of options in choice situations also matter
(e.g., Bucher et al., 2016). What people see first when they enter a cafeteria or
open a webpage influences their choices. Similarly, reducing inconvenience in
the process of, for instance, applying for financial aid for college can increase
the chance that students apply for aid and decrease the chance that applicants
give up (Madrian, 2014).

Eliciting social comparisons and exerting social pressure

People often figure out what appropriate behavior in a situation is by consider-
ing what others do (Cialdini & Goldstein, 2004). Telling people that ‘most
people pay their taxes on time’ or having them compare their energy use with
that of their neighbors may promote the desired behavior (Halpern, 2015).

Providing defaults

Nudge interventions may also target the choice process itself – for example, by
setting default options that will hold if the chooser does nothing. It has been
demonstrated that switching from an opt-in to an opt-out architecture increases
desirable target behaviors (vaccination rates and green energy use; Madrian,
2014; for a meta-analysis of default effects, see Jachimowicz et al., 2019).

With these categories in mind, we turn to the various ethical and practical
problems of nudging.
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Ethical and practical problems of nudging

One key argument in favor of self-nudging is that it addresses various concerns
that have been raised about the ethics of nudging (e.g., Glaeser, 2006;
Rebonato, 2012; White, 2013; but see also Sunstein, 2015) – or at least sub-
stantially reduces their force. Here, we outline five major criticisms.

Autonomy

Some nudges “typically work better in the dark” (Bovens, 2009, p. 209). There
are two issues at play here. One is that the fact that a person is being nudged is
not being disclosed to them can be seen to undermine their autonomy (see also
House of Lords, Science and Technology Select Committee, 2011). The second
issue is that people are often unaware of the mechanism behind the nudge that
changes their behavior. To the extent that a nudge exploits cognitive limita-
tions or biases, it shapes behavior in ways that are not necessarily transparent
to the chooser. Although nudges aim not to be paternalistic in the sense of
putting someone else’s normative judgments in the place of the agent’s own,
some of them nevertheless change behavior by means other than rational per-
suasion (Hausman & Welch, 2010). According to several influential accounts,
“the exercise of human agency consists in judgment and behavior ordered by
self-conscious reflection about what to think and do” (Doris, 2015, p. x).
From this perspective, bypassing a decision-maker’s reflective or deliberative
processes threatens their personal autonomy. The crux of the argument
becomes clearer if we compare nudge interventions with traditional policy
interventions, such as fiscal and regulatory measures (e.g., taxes on cigarettes
or laws stipulating that motorcyclists must wear helmets). Such interventions
are highly visible, and this visibility safeguards against arbitrary and unreason-
able government interference: citizens are able to scrutinize the interventions
and hold governments accountable. In this sense, traditional policy interven-
tions treat people as autonomous individuals. Nudges, in contrast, can
bypass the processes of deliberative thinking (recall positional effects on food
choice) and may thus undermine decision-makers’ autonomy.

Reversibility

Concerns about autonomy are amplified by related worries about reversibility.
One defining condition of a nudge is that its effects must be easy for the tar-
geted individual to reverse. Rebonato (2012; see also Mills, 2018) argued
that nominal reversibility – that is, reversibility in principle – is not the same
as reversibility in practice. He suggested that there may even be a trade-off
between a nudge’s effectiveness and its reversibility. For example, if a nudge
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works on everyone, the fact that only a small fraction of decision-makers reject
the nudge (e.g., 99.97% of Hungarians were, by default, presumed to be organ
donors because they had not registered otherwise; Johnson &Goldstein, 2003)
suggests that it may be nominally but not actually reversible. Although many
nudges are both visible and public (e.g., graphic health warnings, automatic
enrollment in savings plans), others may fly under the radar of the chooser
(e.g., unconscious changes in food intake due to positional or order effects),
making opting out difficult. Hence, in terms of autonomy and freedom of
choice, a nudge may, somewhat paradoxically, be ethically more problematic
than a transparently coercive paternalistic intervention: the latter can be
more readily detected, deliberated on and contested.

Public versus private domain and unintended side effects

Nudges are by design local solutions restricted to particular choice settings.
Consequently, policy-makers are typically only able to influence public
choice contexts by nudging – although it is conceivable (and often desirable)
that nudging that affects behavior repeatedly (e.g., healthy food choices) gen-
eralizes to decisions that are not made in public (Hertwig, 2017). Yet many
of the behaviors associated with self-control problems lie outside the public
sphere, making them difficult for public choice architects to reach. Safe from
the eyes of friends and colleagues and from social control and regulatory mea-
sures, people may be prone to making late-night visits to the fridge or indulging
in a secret chocolate habit. Last but not least, the public nature of nudging
interventions may have unintended side effects analogous to moral licensing
(Khan & Dhar, 2006): the beneficial behavior brought about by a nudge
might be canceled out by undesirable behavior elsewhere (Grüne-Yanoff,
2016; Hertwig, 2017). For example, being nudged to eat healthily in the
school cafeteria might lead to indulgence at home.

Preference identification

A necessary condition for a nudge to be successful (not just harmless) is that the
policy-maker knows what makes choosers better off, by their own standards.
This raises two problems, one epistemic–methodological and the other concep-
tual (see Grüne-Yanoff & Hertwig, 2016). First, how can the policy-maker
obtain reliable information about the chooser’s true preferences? The standard
revealed preference interpretation favored by many economists, according to
which preferences must be inferred from observed behavior, does not seem
like a promising option. The revealed preference approach is assumed to be
less biased by cheap talk, strategic considerations and unreliable introspective
abilities. Yet given that observable behavior seems to be driven by a mix of
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impulsive desires and more reflective judgments, it is not clear how the ‘real’ or
true preferences should be inferred from observed behavior (Infante et al.,
2016). In straightforward cases, informal intuitive assessments by policy-
makers may well be sufficiently accurate. In more complicated contexts,
however, it is not safe to assume that experts truly knowwhat is good for choo-
sers, “as judged by themselves” (Thaler & Sunstein, 2008, p. 5). Furthermore,
in some contexts, choosers explicitly do not want experts to make decisions for
them (e.g., medical or end-of-life decisions; Frey et al., 2018). The problem is
even more difficult when the targeted population of choosers has heteroge-
neous preferences (Grüne-Yanoff & Hertwig, 2016): one-size-fits-all nudges
typically assume that everybody wants the same thing. But can policy-
makers really assume that everybody wants to save for retirement, for
example? In many cases, the assumption of preference homogeneity is ques-
tionable and thus undermines a nudge’s goal of enhancing welfare (see
Reijula et al., 2018).

The problem of preference identification is particularly acute when nudges
are applied to self-control problems. Consider an example put forward by
Ariely and Wertenbroch (2002). You go a restaurant that serves a set dinner.
Because you are on a diet, you decide beforehand to skip the dessert. But
when it is served, you end up eating it anyway, only to regret it afterwards.
Such self-control problems appear to involve preferences that are inconsistent
over time, as short-term impulsive desires compete with long-term goals. It is
important to distinguish between preferences that conflict across time and
those that are consistent but increase future costs to the public (e.g., lead to
higher health care premiums or social welfare spending). For instance,
someone may crave sweets of all kinds. He knows the price is weight gain,
but considers this a price worth paying. Another person lives according to
the maxim that it is not the years in your life that count – it is the life in
your years. Being true to herself, she hardly saves. A public choice architect
who expects both choosers to face health risks and financial risks years
down the road may diagnose failures of self-control. Yet both choosers’ behav-
ior is fully rational and consistent with their short- and long-term preferences.

But let us assume for the sake of argument that a choice architect is able to
identify a chooser’s long-term preferences and discovers they are in conflict
with their short-term preferences. Even then, it is not clear why long-term pre-
ferences are considered indicative of a person’s well-being. This has often
simply been assumed. Nudges are frequently portrayed as ways of defending
the long-term self against externalities imposed on it by the impulsive short-
term self (Whitman & Rizzo, 2015). In many cases, strengthening the long-
term self may be beneficial to overall well-being, and one may argue that
long-term preferences reflect the kind of enduring desires and plans that are
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central to personal identity, and hence worth defending (Bratman, 2007).
Nonetheless, equating true preferences with long-term preferences is a non-
trivial conceptual move. Indeed, Elster (1979), Cowen (1991) and Ainslie
(2001) cite counterexamples: over-discipline can lead to rigidity and loss of
enjoyment, and strengthening self-control does not necessarily enhance well-
being (as exemplified by misers and anorexics).

Taken together, theprevailinguncertaintyaboutwhatmakes choosersbetteroff,
by their own standards, challenges the idea that nudging interventions will auto-
matically enhance people’s welfare. It is difficult to measure welfare or happiness,
and invariably associating well-being with long-term prudence is conceptually
problematic. Against this background, critics of nudgingwith politically conserva-
tive leanings have argued in favor of non-interventionism and a laissez-faire
approach – of letting things take their own course. We do not share this view.
Rather, we believe that behavioral science insights have great potential for improv-
ingpublic policy. In the following,we consider how the behavioral insights gleaned
from the nudging approach could informanother policy approach – self-nudging –
that is less subject to the practical and ethical problems we have reviewed.

Self-nudging: categories and examples

The taxonomy of nudges outlined above provides a blueprint for the categories
of self-nudges that could, in principle, be shared with citizen choice architects.
Some of those categories of nudges lend themselves readily to being mapped
onto categories of self-nudges; others, such as priming, are arguably more
difficult to self-deploy. Note that the following examples serve as illustrations
rather than evidence-based policy interventions, as they have not been sub-
jected to empirical testing.

Self-deployed reminders and prompts

Of the categories of nudges identified, reminders and prompts are probably
most likely to be part of a decision-maker’s intuitive behavioral repertoire.
People stick reminders on the door so they cannot leave home without seeing
them, write and update to-do lists and use digital calendars to remind them-
selves about friends’ birthdays. In principle, people could employ such ‘notes
to self’ more widely to remind them of behaviors they would like to pursue in
situations where they might be tempted to act otherwise. Take, for example,
someone who worries about the environmental impact of her food consump-
tion. Although she is aware that meat and dairy have an outsized environmental
impact and that dietary changes can deliver significant environmental benefits
(Poore & Nemecek, 2018), she finds dietary behavior change very hard.
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Being a self-nudger, she reminds herself of her goal by sticking an illustration of
the greenhouse gas emissions associated with various sources of protein to her
refrigerator (Moskin et al., 2019). Another illustrative reminder and behavioral
prompt can help in daily traffic. A car driver can tape a note to their car door
handle as a reminder to use the ‘Dutch reach’ method (opening the door with
the other hand in order to look back over one’s shoulder for cyclists). In
theory, these kinds of reminders and prompts help establish behavioral rou-
tines, meaning that they become superfluous in the long run.

Self-deployed framing

Different ways of framing the same choice can be used to elicit different beha-
viors. In Mark Twain’s (1876/1980) The Adventures of Tom Sawyer, Tom is
punished with a chore: whitewashing a fence. When he is teased about his pun-
ishment, he frames the task in such positive terms (“Well, I don’t see why I
oughtn’t to like it. Does a boy get a chance to whitewash a fence every
day?”; p. 49) that his friends pay him for the “privilege” of doing the chore
themselves. Tom uses framing to steer others’ behavior, but in principle,
framing can be employed to guide oneself as well. Take the example of
reward bundling, which refers to reframing a discrete choice as a choice
drawn from a set of extended sequences of rewards. Ainslie et al. (2018,
pp. 3–4) introduced reward bundling by means of the following example:
imagine a person deciding between jogging in miserable weather or staying
in bed for another hour. One approach to framing this choice is to view it as
a decision between different activities and experiences over the hour in ques-
tion. Another approach is to frame the situation as a choice about the kind
of person she wants to be in the future: someone who jogs only in perfect con-
ditions or someone who will maintain their fitness rain or shine. If she believes
that her choice today is the best predictor of how she will choose in the future,
she may choose to jog today.

Charitable giving offers another example of how people can frame situations
for themselves to render choices easier or harder. Sussman et al. (2015) found
that fundraisers could increase contributions by framing donations as excep-
tional (i.e., uncommon and infrequent) rather than ordinary (i.e., common
and frequent) expenses. Framing appears to affect donors’ mental budgeting
processes and diminish the extent to which they considered the effect of the
donation on their budgets. In Sussman et al.’s study, people were nudged to
donate more. But someone who wants to steer their charity donations could
apply the same logic to themselves and frame the contributions as either ‘excep-
tional’ or ‘ordinary’ expenses, thereby making it easier to increase or decrease
the magnitude of their donations, depending on their preferences.
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Self-deployed changes of accessibility, defaults and friction

Two major design principles of choice architecture are the positioning of
objects (e.g., foods) and defaults and, by extension, their cognitive and visual
accessibility (Van Gestel et al., 2018; Jachimowicz et al., 2019). Self-nudgers
could harness both the repositioning nudge (Van Gestel et al., 2018) and the
default nudge. For example, rearranging the refrigerator and kitchen cup-
boards may be an effective way of controlling one’s cravings for sugar and pro-
moting healthier food choices. People could be encouraged to redesign their
‘personal cafeteria’ along the same lines as the school cafeteria: positioning
default foods such as fruit and vegetables at eye level and moving temptations
such as chocolate cookies to the back of the cupboard.

Torma et al.’s (2016) study of an organic food box subscription offers
another example of an opportunity for self-nudging through planning and
reorganizing decision environments. Earlier research indicated that preorder-
ing food may lead to healthier food choices (Van Epps et al., 2016). Torma
and colleagues studied a scheme in which customers signed up to have
organic groceries delivered to their doorstep. The hypothesis was that
moving from daily supermarket shopping to a preorder scheme would
replace a set of low-involvement decisions with high-involvement decisions,
and thus facilitate healthier and more environmentally friendly food choices.
Many of the customers interviewed had noticed an intention–behavior gap
in their shopping behavior and were dissatisfied with being commercially
‘nudged’ into impulse buys in the supermarket. Most believed that the self-
nudge of the box scheme helped them to align their behavior with their pro-
environmental intentions and to adopt a healthier and more sustainable diet.
The box scheme implements several tools from the nudger’s toolkit: it manip-
ulates defaults and reorganizes (and gently restricts3) the available options,
making some more accessible than others.

It is hard to think of a modern environment with an architecture more skill-
fully designed to capture and command control over human behaviors than the
online world. Choice architectures online are constructed with the primary
goal of maximizing commercial interests (e.g., Wu, 2016). However, as
Kozyreva et al. (2019) noted, the very properties of online environments that
make it possible to manipulate users’ behavior can also be harnessed by indi-
viduals to foster their own self-control and motivation. Online environments

3 Self-nudgers can also apply self-paternalistic interventions (Kuklin, 1992). This category does
not feature in the above nudge taxonomy because nudging by definition excludes hard paternalistic
interventions such as removing or forbidding choice options. Self-nudgers, in contrast, can put
hard constraints on their own behaviors without curbing the liberty of another person.
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permit – although rarely encourage – a relatively high level of control over
one’s choice architecture: users can strategically set their own defaults (e.g.,
by changing their web browser default homepage from a social media site to
a high-quality news site in order to tame the check-in impulse; Marulanda-
Carter & Jackson, 2012; Wu, 2016), adjust or turn off notifications, use grey-
scale to decrease the salience of eye-catching visual notifications and install ad
blockers. Following the lead of the temptation-resisting children in Mischel’s
(2015) marshmallow test, self-nudgers can also remove their digital device
from sight (see also the aforementioned attempts at self-nudging of
Groopman, 2019). To the extent that these simple modifications to the
choice architecture affect frequent behaviors, they can make a meaningful dif-
ference. They provide ways of habitually avoiding self-control dilemmas and
thus provide people with a means for what Gillebaart and de Ridder (2015)
refer to as effortless self-control.

A close relative of the category of accessibility manipulations are manipula-
tions that vary the convenience of an option. Consider the jar of chocolate
spread that always seems to be empty. One self-nudging intervention is to
make enjoying the spread slightly less convenient by putting it in the fridge:
the wait between taking the jar out of the fridge and being able to spread the
contents gives the consumer a brief ‘cooling-off’ period. Introducing just a
little self-deployed inconvenience, or friction, may often be enough to reduce
the behaviors people seek to control (e.g., consuming digital media, eating
tasty but unhealthy food, making unwise purchases). By the same token, spot-
ting frictions and removing themmay help render desired behaviors more likely.

Self-deployed social comparison and social pressure

Another design principle that the self-nudger could adopt is to use commitment
devices (Schelling, 1978) that enlist the social world. In their book Think Small,
Service and Gallagher (2017) describe ways of using social pressure to pre-
commit oneself. For example, someone who wants to start exercising regularly
could make a public commitment to their colleagues. They could even appoint
a ‘commitment referee’ – someone who tracks transgressions and enforces a
specified penalty in cases of failure (e.g., having to wear the shirt of a rival foot-
ball team for a day). Moreover, self-nudgers seeking to motivate themselves
could strategically select their social comparison group: rather than measuring
themselves against a representative peer group, they could construct a mental
sample of healthy-living colleagues and friends. Or a self-nudger concerned
about his alcohol consumption could find out how his consumption ranks
against that of others and use this ‘rank’ framing in a note to himself, thus
motivating himself through social comparisons and norms (e.g., Schulz et al.,
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2007; but the process of perceiving peers’ alcohol consumption may be prone
to overestimation, as demonstrated in Giese et al., 2019).

Let us conclude this initial outline of categories of self-nudges by clearing up
a possible misunderstanding. In advocating self-nudging techniques as a means
of enhancing self-control, we do not mean to suggest that self-control is the sole
cause of various detrimental behaviors. There is little reason to assume that
people’s capacity for self-control is any worse than it was in the past (in fact,
it seems that aspects of self-control such as delay of gratification have increased
slightly; see Protzko, 2017). Rather, we suggest that many commercially
constructed environments – such as the modern dietary or information envir-
onment – are being deliberately modified to hijack people’s desires and
impulses (Cross & Proctor, 2014; Wu, 2016; Dallacker et al., 2019b).4 The
problem is not that people have mysteriously lost their ability for self-
control, but that past and existing levels of self-control no longer suffice to
enable self-governance in these finely tuned choice environments. Boosting
consumers’ ability to redesign their proximate environment and thus regain
at least some of their lost choice autonomy would thus appear desirable.

Self-nudging avoids the ethical and practical problems of nudging

We do not suggest that self-nudges can solve every self-control problem. Like
other policy tools, self-nudging has its limitations: it requires active participa-
tion from the people involved, and how to design efficient self-nudging inter-
ventions remains largely an open research question. We suggest, however,
that self-nudging reduces or even eliminates some important drawbacks for
which nudging has been criticized.

Autonomy

Becausepeople are educated tonudge themselves, self-nudgingdoesnot give rise to
concerns about individual autonomy. No outside party modifies the choice envir-
onment or behavior in ways that bypass rational deliberation. Critics of nudging
point out that making one’s own mistakes and learning from them may play an
important role in personal growth (Rebonato, 2012). As we discuss below in the
‘Self-nudging and internal conflict’ section, we believe that self-nudges, unlike
nudging, enhance self-understanding and provide strategies for negotiating
conflicts between impulsive tendencies and long-term goals. And precisely this

4 Such environments, constructed by commercial choice architects, often rely on psychological
insights that are also used for nudging, but they lack the normative constraint of a nudge: they do
not necessarily steer people toward behavior considered as desirable, as judged by themselves.
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learning process can motivate people to self-nudge: only after recognizing a
problem and developing the desire to change will people look for a tool that can
help them manage the problem. We should emphasize that self-nudges differ
from classic educational interventions in that there is often no need to invest sub-
stantial time and effort in acquiring new skills to address undesirable behavior.
Self-nudges enable the chooser to smartly manipulate or even experiment with
the external environment – consider again the case of the modern online environ-
ment – in order to create everyday choice architectures that promote desired
choices. In this sense, they enhance rather than undermine autonomy.

Reversibility

Self-nudges escape the reversibility–effectivity dilemma described above. The
individual determines how difficult it will be to reverse a self-nudge; self-
nudges fall on a continuum ranging from gentle prods and reminders to
drastic modifications of the decision environment to be experienced by the
future self. Even self-nudges that are difficult to reverse do not involve the
power asymmetry characteristic of nudges in which an assumedly naive
chooser faces a knowledgeable policy-maker.

Public versus private domain and unintended side effects

As mentioned earlier, nudges implemented by public choice architects rarely
reach – or should reach – people in the privacy of their homes. Self-nudging
extends this scope, bringing previously inaccessible personal choice contexts
into the realm of benevolent design. Self-nudging also permits a focus on
repeated rather than one-off behaviors, which are often the target of nudging
interventions (e.g., enrolling in a pension plan). Finally, self-nudging can
also, at least in principle, enable people to reverse course when they realize
that their self-deployed nudge has unintended side effects. This is not a
trivial advantage given that relatively little is known about the long-term
effects of many nudging interventions (Frey & Rogers, 2014).

Preference identification

It is less obvious how self-nudging could help to tackle the problem of prefer-
ence identification. Although most of the nudging literature assumes that policy
should promote long-term preferences over impulsive desires, it is rare for
arguments supporting this principle to be explicitly formulated. The principle
ultimately seems to hinge on the notions of personal identity and happiness
employed (see Hausman, 2011; Fumagalli, 2016). It may be that informed
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preferences should not always reflect the need for self-control, but a healthy
balance between self-control and self-liberation (Cowen, 1991).

How (and when) does a person know what they ultimately want or need?
Behavioral science research suggests some methods (e.g., mental contrasting)
for clarifying one’s goals (Oettingen & Gollwitzer, 2004). Admittedly, no
self-nudge can be perfectly neutral with respect to the internal process of bar-
gaining between conflicting desires: impulses, temptations and procrastination
versus persistence, abstinence and action, for example. It is conceivable that
becoming an avid self-nudger and manager of one’s life might promote a
rigid, legalistic and overly disciplined approach; lapses of willpower due to
self-deception, exposure to temptation or opportunities for moral licensing
might be reduced, but at the cost of spontaneity and richness of experience.
Some recent suggestions regarding the use of nudges for self-help purposes
reinforce such concerns. A micromanaged life driven by repeated milestones
and reward schedules will surely lead to loss of spontaneity (e.g., Service &
Gallagher, 2017, pp. 196–197). Likewise, misers and people struggling with
compulsive behavioral patterns constitute prime examples of the results of
excessive self-control.

That said, failures of self-control are undoubtedly more serious causes of
human suffering than over-discipline. As Schelling (1985) wrote more than
30 years ago: “I offer the personal judgment that, by and large, people are
more in need of greater efficacy in devising rules for their own behavior than
in danger of shortsighted self-binding activity” (p. 360). We agree: contempor-
ary phenomena such as obesity, the opioid epidemic and smartphone addiction
are examples of how chemicals, technologies and manipulative choice environ-
ments threaten individual autonomy on a broad scale, with significant individ-
ual and social consequences. Commercially constructed choice environments
have immense potential to manipulate and steer behavior. It seems reasonable
to promote self-nudging for self-control purposes in order to enable people to
navigate these environments – especially as it is ultimately up to the individuals
themselves how they use these tools. Self-nudging can be seen as a menu of
solution ideas that can be consulted whenever people perceive an internal
conflict that stops them reaching their goals.

Self-nudging and internal conflict

Research on boundedly rational agency suggests that the preference identifica-
tion problem itself may result from a contestable view of human agency and
rationality. As we have noted, a common way of modeling self-conflict is to
view it as a conflict between two sets of preferences: one describing short-
term objectives; the other, long-term objectives. Research on intertemporal
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choice (Ericson & Laibson, 2019) has shown that humans and animals natur-
ally engage in hyperbolic time discounting, which can lead to seemingly
irrational preference reversals when they opt for smaller–sooner rewards
over larger–later ones. Perhaps, then, the dynamically consistent exponential
discounting characteristic of Homo economicus should be regarded not as
the natural baseline of real-world humans and animals, but as a triumph of
self-control. It may be that adult humans (at least sometimes) appear to act
in accordance with normative theories of rationality because they are operating
in environments in which various cultural, social and individual self-control
resources are available (Ainslie, 2001).

This suggests a novel way of thinking about preferences, identity and the self:
“Preferences that are temporary aren’t aberrations anymore, but the starting
place for a strategic understanding of functions that used to be thought of as
organs: the ego, the will, or even the self” (Ainslie, 2001, p. 198). In other
words, no set of preferences, or short- or long-term desires, need be seen as fun-
damental. Instead, Ainslie describes the various desires inhabiting human
bodies and minds as being constantly engaged in limited warfare: the behaviors
they recommend are conflicting, but only in part. They tap into the same mater-
ial resources (the body) and hence recognize the need to engage in mutually
beneficial bargaining. Just as bargaining processes may lead to remarkably
stable political institutions, they may also produce stable behavioral patterns.
The internal rules (such as ‘never drink beer before 6 p.m.’) that emerge from
such processes tend to be followed almost ritualistically, and breaking them
may feel like violating a social or even moral norm.

This viewpoint provides a novel perspective on nudging interventions: sensi-
tivity to framing and choice architecture does not necessarily reflect irrational
aberrations from baseline rational agency. Instead, rational agency is some-
times approximated thanks to good habits, rules and scaffolding institutions.
Information provided in the form of self-nudges could be seen as the contribu-
tion of psychological research to that scaffolding. Thus viewed, self-nudging
need not be regarded merely a means of impulse control or behavioral self-
management. On the contrary, people who see the self as a population of com-
peting desires within a single mind are able to embrace self-conflict and adopt
the role of a citizen behavioral scientist experimenting with self-nudges and
properties of the environment to determine how they influence behavior. At
the risk of sounding lofty, we propose that self-nudges could serve as tools
for promoting self-knowledge and internal negotiation between the various
needs and desires inhabiting people’s minds and bodies. The self-nudging per-
spective emphasizes the material and practical aspects of this negotiation
process: the way people design their choice environments shapes the kinds of
affordances and temptations they face in everyday life.
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Self-nudges are boosts

According to proponents of the nudge approach, real-world decision-makers
are fallible, inconsistent, ill-informed, unrealistically optimistic and myopic;
they suffer from inertia and self-control problems (Thaler & Sunstein, 2008;
see also Halpern, 2015). This portrayal of people’s decision-making compe-
tences has its roots in the heuristics-and-biases program (e.g., Kahneman
et al., 1982; Kahneman, 2003; Kahneman & Egan, 2011). The cumulative
weight of these cognitive and motivational deficiencies has “raised serious ques-
tions about the rationality of many judgments and decisions that people make”
(Thaler & Sunstein, 2008, p. 7) and both necessitates and enables a new
approach to public policy. The innovative core of the nudge approach lies in
the insight that policy-makers can harness individuals’ cognitive and motiv-
ational deficiencies and, in combination with a tailored choice architecture,
steer people toward behaviors that are consistent with their well-being.

As Hertwig and Grüne-Yanoff (2017; see also Grüne-Yanoff & Hertwig,
2016) recently pointed out, however, the portrayal of the human decision-
maker as systematically imperfect is not the only legitimate one. Behavioral
science evidence also supports a distinct kind of intervention, namely
‘boosts’, which Hertwig and Grüne-Yanoff have defined as interventions
that target competences rather than immediate behavior: they may enlist
human cognition (e.g., decision strategies, procedural routines, motivational
competences), the environment (e.g., information representation or the phys-
ical environment) or both. The goal is to preserve personal agency and
enable individuals to exercise that agency. Consequently, if people endorse
the objectives of a boost – say, risk literacy, financial planning or healthy
food choices – they may choose to adopt it; if not, they may decline to
engage with it. The objective must thus be transparent to the boosted indivi-
duals. They can then harness the new or ‘boosted’ competence to make
choices for themselves (e.g., whether to undergo a medical test, consume a par-
ticular food or choose a certain type of investment; e.g., see Kaufmann et al.,
2013; Dallacker et al., 2019a, 2019b; Franklin et al., 2019).

Self-nudging is a valuable addition to the booster’s toolkit, especially when the
goal is to enhance self-control. For example, some biases in human cognitionmay
be so robust that changing them by means of boosting would be short-lived or
require too much time or effort. A self-nudge can enable people to steer clear
of these biases by manipulating the proximate choice architecture. To do so –
and this is where self-nudging and other boosts part ways with traditional
nudging – they need to be let in on the secret of why a particular change in the
choice architecture achieves a goal and how it can be implemented. Self-
nudges, like all boosts, require a sufficient level of motivation and cognitive
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capacity on the chooser’s part. If their cognitive resources are compromised or
their motivation is low, they are unlikely to engage in self-nudging. Having
said that, one advantage of self-nudges is that, to the extent that they operate
through the environment (e.g., defaults), they may work efficiently even
when – and precisely because –motivation and cognitive capacities are limited.5

Returning control

The idea of self-nudging has relatives and predecessors. One is Schelling’s
(1978, 1984, 1985) notion of rules and self-commitment devices. Schelling
(1985) considered how best to design the rules that people impose on them-
selves in order to prevent themselves from, for instance, eating too much or
driving after drinking. Schelling’s concern was with situations in which prefer-
ences may shift dramatically – “the coldblooded determination of rules for the
hotblooded encounter” (p. 365):

A good rule, if you must sit before a bowl of glistening salted peanuts during
an hour’s conversation, peanuts being what you are trying to eat as few of as
possible, is not to eat the first peanut. Even if your diet allows a few peanuts,
it may be easier to draw the line at zero than to stop at your quota after you
have whipped your appetite into a frenzy with the first few peanuts. Knowing
that the taste of peanuts excites the appetite further can help you design a
rule – designing the rule can occur when there are no peanuts present and
you are not even hungry – that is more readily enforced than a rule to stop
after some number of peanuts. (p. 365)

Self-nudges can, of course, also be presented in the form of rules (see Box 1); the
difference is that they emphasize the external choice architecture and should,
ideally, be informed by empirical evidence obtained in research on the effective-
ness of specific nudges.The notion of letting choice architecture do some of the
work that is otherwise delegated to self-control and cognitive oversight was
also highlighted by Wansink (e.g., Wansink et al., 2009). Although
Wansink’s empirical work has been subjected to sharp criticism and review,
leading to numerous retractions and corrections, his broader idea that empow-
ering people to personally control their food choice architecture (e.g., by not
eating with the TV on; Dallacker et al., 2019a; or storing tempting foods in

5One reviewer asked us whether there are also self-boosts. To some extent, all boosts are self-
boosts, at least in the long run. Like self-nudges, boosts (e.g., the statistical reasoning boost and
anti-mathematics anxiety boost; see Hertwig, 2017; Hertwig & Grüne-Yanoff, 2017) are initially
communicated by a policy-maker to the target audience; subsequently, however, boosts must be
self-deployed. In this sense, boosts are self-boosts.
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less convenient locations) has the benefit, like self-nudging, of not requiring
people to have the discipline to diet or to relinquish self-governance.

Self-nudging can also be related to the research on self-regulating health-related
behaviors (e.g.,Mann et al., 2013) in the sense that self-nudges can be understood
as strategies that people use to protect their goals from being disrupted by compet-
ing goals, temptations or distractions. The conceptually most interesting part of
self-nudging is not, however, conscious, effortful inhibition – “one of the most
studied goal striving strategies from a psychological perspective” (Mann et al.,
2013, p. 493) – but smartly setting up the choice architecture in accordance
with one’s goals. Self-nudging, like other self-regulating behavior, emphasizes
self-efficacy – that is, boosting people’s confidence in being able to exercise
control over their behavior and environment to reach their own goals (Bandura,
1997).

The concept of stimulus control, an indispensable entry in any textbook on
behavioral therapy (e.g., Bootzin & Perlis, 2011), is another important prede-
cessor to self-nudging. Stimulus control refers to control over the discrimina-
tive stimulus (i.e., the antecedent stimulus that regulates behavior because in
the past that behavior was reliably reinforced in the presence of that stimulus).
It is key to behavioral therapy across a range of health problems such as sleep
disorders, obesity and substance abuse. Like self-nudging, it focuses on changes
in the proximate environment or choice architecture. For instance, stimulus
control in the context of weight control could mean:

altering the environment that activates eating and modifying it to help in
avoiding overeating. Stimulus control includes proper purchase of food
items, excluding energy-dense processed food from the shopping basket
and introduction of more fruits and vegetables. Others include altering the
amount of food served on the table or reducing the size of plates and contain-
ers, concentrating on eating without being distracted by television or reading
material and reducing proximity to food. (Jacob & Isaac, 2012, p. 29)

In a narrow sense, stimulus control refers to the voluntary or automatic changes
(see also Bugg & Crump, 2012) to the environment – for instance, in terms of
inserting or removing a stimulus – in order to change the likelihood of a
specific desirable or undesirable behavior. Similarly to self-nudging, the goal
of any behavioral therapy is that once the therapy or learning phase is termi-
nated, control over the stimulus resides with the person concerned. Stimulus
control rests on a different line of psychological theorizing and evidence than
does nudging, but shares with self-nudging an emphasis on individual agency
and control over the choice environment.

To conclude, the idea of self-nudging has various theoretical relatives. One
important task for the future will be to work toward integrating these theories
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Box 1. Fact box explaining how a self-nudge based on implementation
intentions can help people reduce snacking and sugar consumption.

This fact box explains how to design action plans in order to reduce the like-
lihood of snacking and consuming added sugar.

What is the problem? Inability to overcome an unhealthy snacking habit
(e.g., sweets, potato chips) and to reduce the consumption of added sugar.

What could help to solve the problem?Changingyoureatinghabits isdifficult.
Evendiabeticshavedifficulties limiting their intakeof sugary foodsandadopting
healthier diets, which can cause serious health problems. Research in psych-
ology has demonstrated that prompting people to develop concrete plans to
overcome specific obstacles makes it easier for them to perform a desired
behavior (Gollwitzer & Sheeran, 2006; Adriaanse et al., 2010); one area in
which this has been shown is healthy eating (Chen et al., 2015).

Why does developing IF–THEN plans help? It is far easier to make goals than
to reach them. Research suggests that formulating concrete IF–THEN plans
can help people to attain their goals. A plan taking the form ‘If situation
x arises, I will do y’ is called an implementation intention. Implementation
intentions are useful because they create a mental association between the
desired behavior and a specific future situation. By doing so, they help you
not only to get startedwithyourplan,but also to stayon track: implementation
intentions reduce the effort you need to carry out a behavior bymaking itmore
automatic and protect that behavior against competition from other plans,
distractions and temptations (Gollwitzer, 2014). In other words, simple
IF–THEN plans specify when, where and how to reduce the gap between
where you are and where you would like to be.

How can I use IF–THEN plans? First, write down a plan of what exactly
you intend to eat on a particular weekday (for breakfast, lunch and
dinner). Second, formulate five IF–THEN plans that specify what you will
do if you come up against an obstacle.
For example:

– If a colleague invitesme for coffee, I’ll buyabanana insteadof apieceof cake.

– If I feel the urge to snack while watching TV, I’ll get some vegetable sticks
with my favorite low-calorie dip.

– If my children have ice cream, I’ll pour myself some berries over non-fat
Greek yogurt.
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and to identify across these lines of research the best evidence-based ways to
return self-regulation, autonomy and control over their immediate choice
environments to the citizen.

How to communicate self-nudges

For citizens to become choice architects in their proximate choice environ-
ments, they must be aware of the existence of a behavioral problem and of

How effective are implementation intentions?
Meta-analytical studies (statistical analyses combining the results of mul-
tiple independent studies) have shown that IF–THEN plans can help
people achieve their goals (implementation intentions have medium to
large effects on goal attainment; Gollwitzer & Sheeran, 2006; Adriaanse
et al., 2010; Gollwitzer, 2014; Chen et al., 2015). They help people over-
come common problems such as getting started with an intended behavior
and staying on track when experiencing difficulties. When combined with
imaging how you would like to be in the future, IF–THEN plans can help
your behavior to remain in line with your intentions, including in sustain-
able food consumption (Loy et al., 2016), time management (Oettingen
et al., 2015) and getting an influenza shot (Milkman et al., 2011).
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how changes in the choice architecture can address it. Self-nudging implies not
only learning a ‘trick’; it also requires some insight into the psychological
mechanisms behind it (cf. Marchionni & Reijula, 2019). To this end, laypeople
need to be let in on behavioral scientists’ privileged knowledge of nudging and
of how the choice architecture is assumed to function.6 This does not imply that
they need to become behavioral scientists. Concepts such as cognitive and
visual accessibility, cooling-off periods, defaults and pre-commitment devices
are relatively intuitive, easy to grasp and easy to experiment with (e.g., see
Groopman, 2019). Ultimately, the extent to which providing citizens with
‘open access’ to behavioral science knowledge can help them achieve their
ultimate goals is an empirical question.

The organic food box scheme studied by Torma et al. (2016) is a concrete
example of a self-nudging opportunity set up by a private company. Non-gov-
ernmental organizations, government agencies and consumer protection offices
could provide similar services (e.g., voluntary sign-ups for a social media group
to monitor energy use) through various communication channels. For example,
Lieder et al. (2019) examined how artificial intelligence-supported apps could
help people reach their goals. More traditional means of communication
include email and fact boxes. Take, for instance, the UK health services,
which send out millions of email reminders per year (Gigerenzer & Gray,
2011; Haynes et al., 2013). Reminding people not to miss an appointment is
an effective nudge in its own right, but those emails could also include a link
to a fact box presenting a related self-nudge. Fact boxes communicate the
best available evidence about a specific topic in an easily understandable
manner. They were initially developed in the medical domain to contrast the
benefits of a medical intervention against potential harms in a clear tabular
format that enables people with no medical or statistical background to
make competent decisions (Schwartz et al., 2009; McDowell et al., 2016).
Box 1 presents a fact box on implementation intentions. Prompting people
to form an implementation intention (e.g., by writing down a date and time
to get a flu shot) has often been classified as a nudge (Thaler & Sunstein,
2008; Milkman et al., 2011). Here our goal is to enable people to employ it
strategically in terms of a self-nudge.

6 In light of severe global health risks such as obesity, it may seem puzzling that most people do
remarkably little to construct safer choice architectures for themselves.Why is that? One reason could
be that people tend to attribute responsibility for such health risks to the individual, whereas much
research suggests that the increase in obesity is primarily due to environmental changes and thus
favors obesity-prevention measures that target the environment (Mata & Hertwig, 2018). If people
perceive the causes of risky behaviors to reside in the individual, they may underestimate the
extent to which simple changes in the choice architecture can affect their behavior.
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Fact boxes like the one shown in Box 1 could be designed for a wide range of
self-nudges. In the context of healthy eating, these include defaults, ordering
effects and even the architectural properties of the family meal (see Dallacker
et al., 2018). We propose that a fact box describing a self-nudge should
include five main pieces of information: (1) a description of the behavioral
problem; (2) a description of a suitable self-nudge; (3) an explanation of the
psychological mechanisms underlying the self-nudge and how it can help to
mitigate the problem; (4) an actionable description of how to implement the
nudge (if necessary, with links to additional tools and resources; e.g., a hyper-
link to an app); and (5) if available, a list of the possible benefits and potential
side effects (in terms of easily understandable effect sizes). This fifth dimension
is ambitious. Research-based interventions should not be oversold but commu-
nicated truthfully. Little evidence on the benefits and harms of self-nudges is yet
available; currently, it would need to be extrapolated from the nudging litera-
ture or from the relevant primary literature (as in our example of implementa-
tion intentions). Consider, for example, the essential topic of the potential side
effects of a self-nudge. Having steered oneself to exercise a desired behavior
such as not eating that first peanut (Schelling, 1985), an individual may feel
justified in engaging in behaviors that they would otherwise avoid, such as
drinking another glass of wine. The risk of this kind of ‘moral self-licensing’
(e.g., Monin & Miller, 2001) may increase when people successfully nudge
themselves. Whether it indeed occurs is an empirical question. But if it does,
this information would need to be communicated in the fact box. Similarly,
while social comparisons have often been found to be useful for goal achieve-
ment, they may also compromise performance (Gollwitzer et al., 2009) – a
finding that a fact box would need to communicate.

As a valuable starting point, Duckworth et al. (2018) have reviewed the
evidence for various self-deployed (situational and cognitive) self-control
strategies. Obviously, there is also a need for research into the effectiveness of
self-nudging. Such researchwould permit policy-makers to build up a repertoire
of self-nudges and communicate their respective strengths andweaknesses to the
public (e.g., in fact boxes and apps). This is a vision for the future – but one in
which researchers who otherwise disagree about people’s decision-making
competences (see Hertwig & Grüne-Yanoff, 2017) may be able to join forces.

Conclusion

Commercial choice architects have become proficient in hijacking people’s
attention and desires (e.g., see Nestle, 2013, 2015; Cross & Proctor, 2014;
Wu, 2016), making it difficult for consumers to exercise agency and freedom
of choice. Even in the best of circumstances, the potential for public choice
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architects to nudge people toward better choices in their personal and proxim-
ate choice environments is limited. Against this background, we suggest that
policy-makers should consider the possibility of empowering individuals to
make strategic changes in their proximate choice architecture. There is no
reason why citizens should not be informed about nudges that can be turned
into self-nudges and, more generally, about the design principles of choice
environments (e.g., defaults, framing, cognitive accessibility). We suggest
that self-nudging is an untapped resource that sidesteps various ethical and
practical problems associated with nudging and can empower people to
make better everyday choices. This does not mean that regulation or
nudging should be replaced by self-nudging; indeed, self-nudging can benefit
enormously from the ingenuity of the nudging approach and the evidence accu-
mulating on it. But, as the adage goes, give someone a fish, and you feed them
for a day; teach someone to fish, and you feed them for a lifetime. We believe
that sharing behavioral insights from psychology and behavioral economics
will provide citizens with a means for taking back power, giving them more
control over the design of their proximate choice environments – in other
words, qualifying them as citizen choice architects.
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